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Do you use MPI in Phantom?
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There is a clear need to run higher resolution simulations.
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To Higher Resolution

• How can we reach higher resolutions?

1. Algorithmic optimizations.

2. More compute.

• Adaptive particle refinement (APR) – ~6x speedup.

• Individual particle timesteps – 100-1000x speedup.

• OpenMP – ~48-64x speedup.

• MPI – ~2-1000x speedup?

• GPUs – ~10x speedup?



How good is Phantom’s MPI scaling?



Gravitational Collapse



MPI in Phantom
64 cores (OpenMP) 128 cores (2 MPI nodes + OpenMP)
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MPI is 5x slower!! 

(for this problem)



Multi-Physics SPH

• One challenge is including multiple types of physics.

• Shamrock has demonstrated that hydrodynamics can be scaled to 

500 billion particles.

• But how do we do that for gravity, dust (1-fluid, 2-fluid, multigrain, growth, 

etc), magnetic fields, relativity, radiation (FLD), sink particles, winds, 

chemistry evolution, etc etc?
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Scaling Multi-Physics SPH

• I am very interested in parallelizing multi-physics SPH simulations.

• Algorithmic optimizations are important!

• But we need to combine existing algorithmic optimizations with the ability 

to add more compute.

• One very important area will be GPUs.

(see talks, e.g., by Timothée, Andrew and Tom)



Supercomputer Energy Performance



42 Years of CPU Trends



30 Years of Nvidia GPUs



Do I have answers?



Do I have answers?

No. But we are looking for solutions.



Phantom Parallelization Roadmap

• Short term goals for improving the parallel performance of Phantom:

1. Use 1-4 GPUs to increase compute.

• Most HPC nodes have an attached GPU (or 4). 

• Needs to work with individual particle timesteps (Andrew Harris).

• Key is for your simulation to not go slower when GPU=yes.

2. MPI scaling to 4-8 nodes.

• Will be engaging with the HPC consortium in Canada to improve 

Phantom’s current MPI implementation.



Summary

• We are working on MPI and GPU angles to increase Phantom 

parallelization.

• Important to retain algorithmic optimizations + all the physics.

• I did not speak about this, but am very interested in MHD everything.

§ MRI in global discs (Jacksen Narvaez).

§ Magnetized white dwarf mergers.


